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Leibniz’s Monadology, written toward the end of his life as a
summary of his metaphysics, is both one of the shortest and the least
clear works of modern philosophy. It has been said to have “an aura
of strangeness”! and called “a kind of fantastic fairy tale, coherent
perhaps, but whelly arbitrary.”? We might therefore be inclined to
dismiss the Monadology, in spite of the author’s earlier contributions
to logic and mathematics. _

In this paper, I would like to sugges that such a negative view of
the Monadology, by treating Leibniz’s metaphysical system sepa-
rately from his logical and mathematical systems, fails to understand
what Leibniz was attempting to do. The trend in this century has
been, as Leibniz intended,’ to see these two aspects of his thought as
intrinsically related.* I would therefore like to consider the monad in

a new way, as a logical or mathematical entity.

Leibniz tells us in the Monadology’ that:

(1) Monads are simple substance, without parts [Mg, #1] but
which can aggregate into collections. Mg, #2]

(2) They also lack extension, figure and divisibility. (Mg, #3] .

(3) They are neither created nor destroyed, but are etcrnally '
existent. [Mg, #4-6]

(4) “They have no windows.” [Mg, #7] They are completely -
self-contained, can not be altered or changed by any ex-
ternal entity and nothing “goes out” from them, There- -
fore, all change must come from within. [Mg, #11]
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(5) They have qualities, as they can be differentiated [Mg
#8] and each is unique. [Mg, #9] , ’

(6) They can change state. [Mg, #10] These changes of state
have to do \‘vith perception. [Mg, #14] The passage from
one perception to another is called ‘appetition.” [Mg, 15]
Future states are dependent on previous states, as ;:ach
monad is “pregnant with its future.” [Mg, #22] ,

(7) They may also be called entelechies “as they have within
themselves a certain perfection.” [Mg, #18]

¢ Th(?re are three types of monads, those “bare monads”
which have only perception, animal souls which have
c'learer perception and some memory, [Mg, #19] and ra-
tional sguls or spirits, which have both memory and ap-
perception. [Mg, #14]

'Tatlken as- written, it would be hard to decide what sort of entit
Lelbn.lz had in mind. It seems to me that the first problem in und )
itandmg Leibniz lies in viewing monads as somehow “thin sn ”Cr"

res extensa.” His use of the terms “substance” [Mg, #1] and ‘gat,on?’s’
Mg, #3] at the beginning of the text may lead the r’eadcr fo this e
pectation. However, an examination of Leibniz’s theory of substan: ,
toward the end of his life makes it clear that this is not what he i :
tends.® If one must choose one aspect of Descartes’ dualism if o
pears t.hat monads should be understood as “res cogitans.’”’ R

This being the case, it seems that we should seek th(;.‘, monad in
the area of entities that can be thought, and further, within the real
of logical abstractions. Leibniz, as is well known, f;ad a considcrablli;
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' . . . 8
interest in what we would today call cognltn{e sc1enc5=; : Based otr(;
this and on the way he uses the term ‘substantial form, 1-t seems ‘
me that we should visualize a monad as a logical gbstract{or(al, amde:in
tity which exists not in the physical universe, but in the mind and,
i 1puter system.
our own day, perhaps in a compu -
Several mathematical theories have begn developed W;l}llCh hal\::
as their basic element something that resembles a monad. : Zsse;m
i 11, logical neuron, or sometm -
ments are variously called a cell, : ; omehe —
i e cellular au
the more interesting theories are r au-
Bl 8 e roin von N 10 Culloch and Pitts,
the work of McCulloc
tomata of John von Neumann, 12 \ >
i t recent develop
ky and Papert,'? and the mos
the perceptron of Mins i deve o
tly developed by a numl
ment, neural network theory recen : S
icians 1 heuristic tool for computer science.™
ematicians into a valuable . . it
implici ill combine these theories, an
the sake of simplicity, 1 w1 : : :
only those elements which the theories have in common and which
i ibniz.
eem to be applicable to Lei o . o
S In order to understand the basic idea, let us begin by cons1ﬁcr1(r§f_
the simplest possible network; that is, one having only (’;w? :(:m Z >
Leibniz’s language, monads .
boxes or neurons) or to use la nonads
Each cell will have only one characteristic of quality, 1E'tth1s c;s;l ;:it
i ill have only two states, whit¢ an .
of color, and each quality w1 (
We can then define the system by one of two formulations, rules of

combination or algorithm.

in the same state; i.e., if A is
1) The two monads must be in t ( :
" white, then B is white and if A1s black, then B is black.

in different states; i.e., if A is
7Y The two monads must be in feren :
@ white, then B must be black and if B is white then A must

be black.
Obviously, both rules can not be simultaneously true, so each system

is a universe, at least of discourse.
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If you wish to expand the system to involve five monads (or cells)
you could keep your desktop PC busy for quite a while developing
the functions (or rules) for the possible systems. Clearly, some ag-
gregates of functions would be internally inconsistent, and therefore
a system could not be developed using such combinations. However
there might very well be more than one consistent system.

If you make the quality five-stated (white, black, red, green and
yellow, for example), you will have to arrange to use a major, main-
frame computer at some scientific laboratory to develop the system.
Continue to increase the dimensions and eventually you will reach
the point of mathematical incomputability." Since Leibniz states that
the monads are infinite,'s we clearly have infinite possible universes
indeed.

In order to discover whether this theory is indeed something like
the idea that Leibniz had in mind, let us compare each of the charac-
teristics of monads to those of a celfular automata system or a neural
network. First, neural cells or automata are simple and cannot be
divided, but can be aggregated into groups or systems.!® This seems
to be one of their basic characteristics. Indeed, I cannot imagine how
one would go about dividing a logical cell. Likewise, logical cells

clearly lack parts, extension and figure. Their existential state is as
difficult to discuss as that of any mathematical entity, but cells cer-
tainly cannot be created or destroyed in the way that objects are. If
we must classify a cell in terms of Cartesian dualism, it is certainly
more a “res cogitans” than a “res extensa.” As we have seen, cells
can have qualities or states and thus are capable of change.
. How this change occurs is, I think, the crucial key to understand-
ing Leibniz, and also one of the aspects of the Monadology that has
most confused scholars. In terms of the system as a whole, no cell
need communicate with any other. Given the rules of combination
and the state of only one cell, in a closed system, it is possible to
determine the state of all the other cells, although, as we have seen
the computation involved may be monumental.”” Thus, if one cell
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changes, all the others will also change ifl a pre-established ffihlz:::
but information does not need to pass directly from one ce y 0 -
other. Indeed, in current neural net theory, _the processing 18 ong 1‘
parallel, that is, all at once, so that causation as we, ’usually utrlll ez
stand it does not operate.'® Thus, each cell "‘myrors alluthe 9b t?r,s,
but “has no windows” and is “pregnant with its future.” Lei r;llzld
pre-established harmony is not some sort of c?dd, ad hoc systf_:m‘ ?es
together by God, but the necessity which derives from the princip
ical system itself. . . ‘
o ﬂllfeigi;z tclli us that this passing state (ci}ange) is Falled pc::‘cep—
tion’ [Mg, #14] and the internal prin[cl:#)le ;vlt;l;:h Ao::zaz;o;(s) ltrlrllteci ;nug;
is called ‘appetition.” [Mg, - At thi; 1 n
thfl?tsft?agtel am forced t(l)) make an assump'tionlwhich is not contagle;i
in the Monadology; to wit, that perception 1 o be um_icr?.too 2
something like a formulation, algorithm or rulev gf co.mblgg 1.01111;011_
this seems consistent with his doctrines." A.p051't1012 21;ke (tl is, 1w con
temporary cognitive theory, is termed ‘functionalism’ andais a v e}z
held view among those who think that .mentai processes can e X
plained in terms of mathematical pr.inr;lples. A f:ortl_mon Ya;;tw a};e”
the basic principle of functionalism1s that the m.md. isthe el‘.]o are
of the brain. If I am correct in this readmg.of L?lbﬂlz, t.henh e ne
be freed from the labels “dualist” or “occasmnz_lhst, Whl.Ch ala}v:,_ n
really suited his theory and be hailed as the leSt functionalist. .
Ieibniz then discusses those monads W.thh tllave mc:lmorytem
apperception. This would add yet another dimension tQ t etsys Thé
i.e., that of past and future, or in computer terms, a tlhmes eﬁ.s e
state of a cell would be dependent not only on all t!me other ce s one
the functions of the system, but also on a:11 previous states ! e
system, and would thus be 1ogic.ally reﬂei{ll"ll‘?;n‘zstif;s i:l;: ::;b){em
interpreting the concept of consciousness. e D
.« still being worked out in the technical world, an rusl .
;llatf;igs;\lfgr? if Igdo not lead the reade'r of.f into yet another t;achirtnc;i;
wasteland.? Suffice it to say that while it adds to the complexity
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the problem, this characteristic is certainly a possible, if not actual,
part of neural net theory.

Last, Leibniz tells us that the monads are entelechies. I associate
this with his earlier comment that perceptions change through
appetition. In both cases, he seems to be saying that changes in monads
are a result of goal-directedness and further that this goal-directed
quality is internal to the monad.?* This is precisely the characteristic,
according to cognitive science, that differentiates the merely mechani-
cal from the living.* Monads are “information processing systems,”
to use the current terminology.

Thus, it seems to me that we can best understand Leibniz’s idea
of a monad if we view it as the unit of a particular type of logical
system. His theory is, however, not a perfect one. It would, after all,
be most surprising if Leibniz had successfully anticipated by almost
three hundred years the current cutting edge of cognitive science.
Unfortunately, like most theories developed ahead of their time, the
Monadology suffers from a basic flaw.

The astute logician will have noticed that I spoke of a closed
system, that is, one in which the state of a cell or monad can be
definitely determined. I described a system in which a cell is black or
it is not; there was no state of “sort of black.” This is the way early
theories, such as that of von Neumann, were developed and this is,
of course, required for Leibniz by the law of non-contradiction. How-

ever, the current success of neural net theory is dependent on aban-
doning this most basic principle of Western logic and allowing what
is termed “fuzzy logic.”® In fuzzy logic not all sets have precise
boundaries, and a quality can be predicated of an object statistically
(or “sort of”).” The effect of this on neural net theory is to push the
complexity to yet a higher level, and insure that no mere human un-
derstands “the works” of the system.” However, if you want some-
thing that could truly be called “perception,” that can really recog-

nize and interpret patterns, you must add fuzzy logic to neural net
theory. '
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Leibniz perhaps hints at a recognition of this principle when he
discusses differing degrees of perception, [Mg, #22)* but in the end,
he could not free himself from his view of a “clockwork universe,”
perfect but sterile. In accepting the law of non-contradiction, Leibniz,
like Laplace (in another context), closed the universe to the messi-

ness that is reality.*
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